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ABSTRACT

Steganography is the art of hiding information in ways that prevents
the detection of hidden messages. Image steganography, which
hides messages into a cover image for secret transmission, attracts
increasing attention in social media era. Currently, most works fo-
cus on designing message embedding algorithms to avoid the stego
images being distinguished from normal ones via visual observa-
tion or statistical analysis. This paper aims to make the detection
of the stego images more difficult by selecting the suitable cover
images. We propose a new measure to evaluate the hiding ability
of the cover image based on Fisher Information Matrix and Gaus-
sian Mixture Model. Experiments on standard dataset validate that
the cover image with good hiding ability can improve the perfor-
mance of various steganography algorithms obviously. Moreover,
the proposed measure provides a statistical explanation of the exist-
ing cover image selection techniques and shows better performance
against steganalysis.

Categories and Subject Descriptors

1.4 [Image Processing and Computer Vision]: Applications; K.6.m
[Management of Computing and Information Systems]: Mis-
cellaneous—Security

Keywords

Steganography, cover image selection, Fisher information, Gaus-
sian mixture model

1. INTRODUCTION

Steganography, derived from the Ancient Greek words "steganos”
and "graphein", refers to the technique of covered writing [27,36].
It includes a large number of hidden communication methods that
conceal the existence of secret message, such as invisible inks, mi-
crodots, etc [14]. Unlike cryptography which emphasizes protect-
ing the information security by making messages illegible, steganog-
raphy intends to conceal the fact that a secret message is being sent
and thus will not raise an opponent’s suspicion [21]. Owing to this
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Figure 1: Illustration of the idea of image steganography.

benefit, steganography plays a crucial role in many important ap-
plications such as military and commercial communications.

Image steganography, which aims to hide messages into a cover
image for secret transmission, attracts increasing interests in recent
years [14,27]. This is because that the rapid development of In-
ternet and digital technologies have resulted in a huge amount of
image data in our daily lives [13,32], which provides extreme con-
venience for applying steganography. For example, as reported in
a white paper from Facebook in 2013, its users are uploading 350
million photos each day '. Figure 1 shows the general idea of im-
age steganography. The sender hides the message m in the cover
image X. By applying the message embedding algorithm Emb(X,
m, k) and the key k on X, the stego image Y is generated and then
passed to the receiver. By applying the message extraction algo-
rithm Ext(Y, m, k) and key k on Y, the receiver can extract the
secret message m. Here the stego image and cover image denote
the images with and without hidden information, respectively. The
objective is to make the stego image and cover image as similar
as possible, so that the secret message will not be detected by any
observers.

Currently, the research of image steganography focuses on de-
signing the data embedding algorithms to achieve high security.
One of the most classical data embedding methods is the least sig-
nificant bit (LSB) based steganography [2], which replaces the LS-
Bs of randomly selected pixels in the cover image with the secret
message bits. Since LSB based steganography does not bring too
much changes to the pixel values of the image, it is capable of hid-
ing secret message in the cover without introducing many percepti-
ble distortions. According to the design principles, the later image
steganography techniques can be roughly divided into two cate-
gories: the model preserving (MP) steganography and the distor-
tion minimization (DM) steganography [7]. The MP steganography
builds a model of the source of cover images and then designs the
embedding method to preserve the model [31, 33], while the DM
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steganography aims to minimize a heuristically defined embedding
distortion between the stego and the cover [12].

Most of the steganographic algorithms are able to hide the secret
message into a cover image that makes the difference between the
cover image and stego image undetectable by human eyes. In order
to detect the hidden message effectively, image steganalysis, which
refers to the technologies for distinguishing images containing a
secret message from those not containing any secret message, has
been investigated [21]. According to the application fields, the im-
age steganalysis technologies can be divided into specific methods
and universal methods. Specific steganalysis methods are designed
for the targeted steganographic techniques directly, and make full
use of the knowledge of the corresponding steganographic tech-
niques [4]. The universal steganalysis method do not require the
knowledge of the details of the embedding methods, and can be
used to detect several kinds of steganography [9, 11].

Several interesting works reported that if an appropriate cover
image is selected, it will be more difficult to detect the existence of
secret image and thus the security of steganography can be largely
improved. [15] observed that complex cover images, which consist
of many noisy, textured and cluttered regions, are generally securer
for steganography than those smooth and flat images. [37] validat-
ed that the texture information is of great importance in evaluating
the hiding ability of the cover image. [19] discussed how the tex-
ture, spatial frequency and the quality of cover images influence the
steganographic security. [29] proposed to use steganalytic features
to evaluate the embedding capacity of a cover image. [18,30] in-
vestigated whether the steganographic security can be improved by
selecting cover images based on the image quality, the number of
pixel changes, the Mean Square Error (MSE), etc. Although sev-
eral kinds of image features have been reported to be related to the
hiding ability of the corresponding image, what properties that in-
trinsically determine the hiding ability of an image and make the
steganography undetectable remain unclear. In this paper, we pro-
pose a unified measure to evaluate the hiding ability of the cover
image. By representing images using the Gaussian mixture model
(GMM), the proposed measure is formulated in terms of the Fisher
information matrix. Based on the proposed measure, we can rank
the given images and select the best one as the cover for steganog-
raphy. Experimental results show that the performance of modern
steganographic algorithms can be significantly improved if they u-
tilize the cover image selected by the proposed measure.

The rest of the paper is organized as follows. In section 2, we
review the use of Fisher information in steganography. In section
3, we introduce the proposed measure to evaluate the hiding ability
of a given image. Extensive experimental results are reported and
discussed in Section 4 to validate the effectiveness of the proposed
measure. The paper is concluded in Section 5.

2. FISHER INFORMATION IN STEGANOG-

RAPHY

We are motivated to propose a measure with Fisher information
because it is shown to be a perfect descriptor for steganographic se-
curity [6]. For example, [17] presented an empirical estimator for
Fisher information and validated its effectiveness for comparing the
security of message embedding algorithms. [6] derived a close for-
m of Fisher information under assumptions that the steganograph-
ic embedding is mutually independent and the cover image is a
Markov source. This close form was used to characterize perfectly
secure stego-systems [5] and optimize message embedding algo-
rithms [35]. Except for evaluating and optimizing message em-
bedding algorithms, Fisher information also shows important roles

in theoretic analysis of steganographic security. [20] and [8] used
Fisher information to derive scaling laws, which theoretically an-
swered how image operations, such as quantization and resizing,
affect the security of message embedding algorithms. Unlike these
works focusing on evaluating the security of message embedding
algorithms, we choose to investigate the hiding ability of cover im-
ages with Fisher information.

3. THE PROPOSED MEASURE

This section presents the proposed measure. We use N (p, )
to represent a multivariate Gaussian function with the mean vector
p and the covariance matrix 3. The uppercase bold symbols X
and Y represent the grayscale cover image and its stego version.
x = (x5)"*" and y = (y:;;)™*", where z;; € X and y;; €
Y, denote image patches with size m x n extracted from X and
Y, respectively. In this paper, all the m X n image patches are
represented as mn X 1 dimensional vectors.

3.1 Problem Formulation

Assume P(X|©) and Q(Y|®’) represent the probability distri-
bution of a cover image X and its stego image Y, where ® and ®’
are the parameters. The steganographic security is defined as the
KL divergence between two distributions [3]:

Dk (P||Q) = /Xpln (g) dx (1)

By following the shifting hypothesis [16], where message embed-
ding only causes a parameter shift to the distribution of the cover
signal, we assume that two distributions have the following rela-
tionship:

Q(Y|®') ~ P(X|®© +§0©) )

where 0® represents a small variation to ®. Combining Eq.(1)
and Eq.(2), the KL divergence between two distributions can be
expanded as a quadratic form using Taylor expansion:

Dk (P||Q) ~ (6©)" Z(©) (60) 3)

where Z (@) represents the Fisher information matrix [34]:

10)-E (aznp(x|@)> <alnP(X|®)>T:| @

C)] 00

where E(-) represents the expectation in terms of P(X|®). In this
paper, we propose the following measure to evaluate the security of

M= f(Z(©)) )

where f is a function that maps Fisher information matrix Z(©®)
into a real value.

3.2 Modeling Image with Gaussian Mixture

Directly modeling natural images is prohibitively hard due to
their high dimensionality nature [38]. As a result, modern works
approach this problem by learning models over image patches. For-
tunately, the structure can be captured effectively by many statisti-
cal tools, such as Gaussian Mixture Model (GMM) [39], student ¢
mixture [25] . Consequently, we use the distribution of patches to
represent the distribution of the whole image. Assume {xj}r_;
are N patches sampled from X, we choose GMM to model their
distribution:

L
xp ~ p(x]0) = > N (x; g, i) (©6)
=1



where (7;, ;, 3;) are parameters of the i-th component of GM-
M, 0 = {(mi, p;, Zi) Yoy, m > 0, Zle m = 1. We use
GMM because of its appealing advantages. First, GMM can ap-
proximate any probability distribution [28]. Second, GMM shows
good performance in modeling image statistics [39]. Third, sam-
pling from GMM is very easy, so that statistics can be effectively
estimated [39].

Before learning the parameters 6, each patch x;, is centralized
by subtracting its mean X. In this case, each component in GMM
is assumed to share a zero expectation, i.e., p; = 0, thus:

L
p(x(0) =Y mN(x;0,%)) (7)
=1

By modeling X with GMM, P(X|®) is equivalent to p(x|0), Z(©®)
is equivalent to Z(0). In the following sections, 8 is viewed as a
vector. It is formed by concatenating {m;, vec(X;)} into a long
vector, where vec(-) represents the vectorization operator. Since
steganographic embedding results in very small changes, we be-
lieve that only 33; are perturbed.

3.3 Measure Estimation
In our formulation, we choose f as the trace ¢r(-) for its simplic-
ity:
f(Z(8)) = tr(Z(9)) (®)

In this case, only the diagonal elements in Eq.(4) need to be calcu-
lated, which can be written as:
d Inp(x|0)\* ©
00y,

For GMM, the derivative to the covariance matrix 3J;, for ¢ =
{1,...,L},is:

p _Olnp(x\B)_ﬂ
T 0w 2

@)k = F

(2;TxxTz;T - E;T) (10)

where ;7 = (271)7, 4, represents the weight of the i-th com-
ponent:

WiN(X; 07 21)
Zf:l N (x50, %))

By rewriting Eq.(10) into its vectorized form, we can obtain the
measure by combining it with Eq.(8) and Eq.(9):

Vi = (11)

L
M= ZE (vec (Px,)" vec (PZi)) (12)
i=1

Although Eq.(12) gives the definition of M, it can not be calcu-
lated directly due to no analytic expression for the measure. To
handle this difficulty, we estimate M by calculating its empirical

expectation M to approximate its true value:

— L1
=1 k

where x, is an instance sampled from GMM, which can be effi-
ciently generated by a two step procedure [39]. Px, (xx) is calcu-
lated based on Eq.(10):

vec (P, (xx))" vec (Pzi(xk))) (13)

P, (x¢) = 3 (E;Txkx}fz;T - E;T) (14)

4. EXPERIMENTS

In this section, we evaluate the effectiveness of the proposed
measure on standard dataset BOSSbase ver 1.01 [1]. The dataset
consists of 10,000 grayscale natural images with the size of 512x512.
Figure 2 shows several sample images of the dataset. For parame-
ters, we set L, i.e. the number of components, as 100. Parameters
in GMM are learned by efficient online Expectation Minimization
method [24]. For the size of image patches, we set m = 5, n = 5.
N = 10000 image patches are uniformly sampled from a given
image for GMM training. Before learning the parameters of GM-
M, all patches are centralized. The number of random samples K
used for measure estimation is set as 10000.

Figure 2: Sample images in BOSSbase ver 1.01.

4.1 Cover Image Selection for Steganography
in Spatial Domain

In this experiment, we conduct the proposed measure in spatial
domain. For steganography, we use four state-of-the-art algorithm-
s for performance evaluation: Least Significant Bit Matching re-
visiting (LSBM-r) [23], Edge Adaptive steganography (EA) [22],
Highly Undetectable steGanOgraphy (HUGO) [26] and the Spatial
UNIversal WAvelet Relative Distortion (S-UNIWARD) [12]. For
steganalysis, the Spatial Rich Model (SRM) [9] based steganal-
ysis is selected for its excellent performances in attacking many
steganographic algorithms, including LSBM, EA and HUGO. In
our implementation, 5000 randomly selected images in BOSSbase
are used for training SRM based ensemble classifier and the rest
5000 images are for testing. The security performance is evaluated
by the detection error Pg:

1
Pr = g(PMD + Pra) (15)

where Pjp is the miss detection probability and Pr 4 represents
the false alert probability. We use this evaluation standard because
it is widely used in modern steganalysis [9].

Before evaluation, the proposed measure M for each image in
the test set is calculated according to Eq.(13). Then all these images
are sorted in an ascending manner. To prove the effectiveness of
the proposed measure, we select the top M cover images with high
hiding ability, where M is chosen as 10, 100, 1000 and 5000 (whole
test set). The prediction error is the average of ten times running
based on Eq.(15).

For the experiment, we evaluate security performances of four d-
ifferent steganographic algorithms based on the SRM steganalysis.
The purpose is to investigate how the detection error Pr changes if
top secure images are selected as the covers. Higher detection error
indicates securer cover images and the vice versa. The experiment
is conducted on different payloads, where the payload is defined as
the division between the length of hidden messages and the dimen-
sion of the cover image, bit-per-pixel (bpp). We follow the general
settings [9] to the payload in image steganography. Figure 3 shows
the detection errors. Experimental results show that, when the top
10 secure images are selected as covers, the detection errors are
high for four steganographic algorithms at five different payloads.

We also compare the proposed measure with several other cover
image selection methods. Three measures, the mean square error



—>—First 10
+=g-First 100
—¢—First 1000
3 Whole test set

——First 10

=@ First 100

——First 1000
Whole test set

Detection error: %

8

——First 10 A

=@~ First 100

—¢—First 1000
Whole test set

——First 10
8- First 100
—4—First 1000
Whole test set

20|

o1 02 03
Payload: bit-per-pixel(bpp)

(b) EA

0 005 o1 02 03 008
Payload: bit-per-pixel(bpp)

(a) LSBM-r

0 005 005 0. 03

.1 0.15 02 025
Payload: bit-per-pixel(bpp)

(d) S-UNIWARD

01 02 03
Payload: bit-per—pixel(bpp)

(¢) HUGO

Figure 3: Average detection errors Pr for LSBM, EA, HUGO and S-UNIWARD using SRM features. Four different settings are
investigated: top 10 images, top 100 images, top 1000 images the whole test dataset. Here, top M represent M highest ranked images

according to the proposed measure.

based cover selection (MSE-sel), number of pixel changes based
cover selection (Change-sel) and the local prediction error based
cover selection (Local-sel), are chosen for comparison. Detail-
s about these algorithms are introduced in [18,30]. We choose
these methods because they achieve promising performances in im-
proving steganographic security. Table 1 shows detection errors for
HUGO steganography at 0.1 bpp. The results prove that the pro-
posed measure outperforms all other three measures.

Table 1: Performance comparison with other measures: MSE-
sel, Change-sel and Local-sel. All schemes select top 100 secure
images according to their measures. The payload is chosen as
0.4 bpp.

Algorithms MSE-sel Change-sel Local-sel M
LSBM-r 3.6% 3.8% 6% 8.5%
EA 15.6% 14.8% 28.5% 33%
HUGO 23% 21% 35% 38%
S-UNI 28% 27.5% 40% 45%

4.2 Cover Image Selection for Steganography
in Compressed Domain

In this experiment, we conduct the proposed measure in the com-
pressed domain. The steganography we evaluate is nsF5 [10] for its
wide use. For steganalysis, the recently proposed Discrete Cosine
Transform Residual (DCTR) [11] based steganalysis is used for
detection. Before evaluation, all images in BOSSbased are trans-
formed to JPEG format with different Quality Factors (QF). QF is
a number in [0,100], high QF indicates less degradation. In our ex-
periment, general settings of QF: 75, 85 and 95, are used. Similar
to the settings as the first experiment, 5000 randomly selected im-
ages are used for training the DCTR based steganalysis and the rest
images are for testing. Table 2 shows the results, which prove the
effectiveness of the proposed measure.

Table 2: Average detection error for nsF5 JPEG steganogra-
phy. nsF5 is used for hiding messages, with payload 0.1 bpp.
The detection error rate is calculated based on DCTR.

QF 10 100 1000 5000
7 28% 194% 165% 15.5%
8 30% 22.6% 20.0% 19.6%
95 34% 258% 23.6% 21.7%

4.3 Discussions

In this section, we discuss the properties of selected cover im-
ages. Figure 4 demonstrates several sample images evaluated by

the proposed measure, including high hiding ability, middle hiding
ability and low hiding ability images. By calculation, we find an in-
teresting phenomenon that, the entropy of GMM’s coefficients S
has a monotonous relationship with the proposed measure as Table
3, where S is defined as:

L
Sp = — Z miln; (16)
=1

Table 3: Average S, and M on ranked images.

Quantity 10 100 1000 5000
Sr 3.182 2986 2797 2.622
M 0.384 0428 0524 0.722

To validate the rationality of the proposed measure, we conduct
an experiment to find the relationship between the proposed mea-
sure, S and the KL divergence between a cover image and its
stego. KL divergences are estimated through their GMM models.
We use LSBM-r as the steganographic algorithm, the payload is set
as 0.4 bpp. The image with highest M and image with lowest M
are chosen. Figure 5 and Table 4 show the images and their cor-
responding M and S respectively. The results demonstrate that
M is consistent with the theoretical definition of steganographic
security, the KL divergence.

Table 4: M , KL divergence and S for two extreme cases.

Hiding ability = M KL divergence S«
Highest 0366 9.13x 1077  3.09
Lowest 125 7.84x107*  1.69

(a) Lowest hiding ability
Figure 5: Image with highest hiding ability and the lowest hid-
ing ability with the proposed measure.

(b) highest hiding ability

To demonstrate what intrinsic properties of cover images deter-
mine steganographic security, we calculate S and M in three dif-
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Figure 4: Demonstration for the images with high, middle and low hiding ability.
Table 5: M and S of cluttered, textured and redundant images.
Images | Highly cluttered Less cluttered | Highly textured Less textured | Less redundant Highly redundant
M 0.37 9.75 0.45 11.90 0.39 11.96
Sr 343 1.91 3.25 2.05 3.03 1.97

(b) Highly textured (c) Less redundant

(a) Highly cluttered

(d) Less cluttered (e) Less textured (f) Highly redundant
Figure 6: Schematic illustration to cluttered, textured and re-
dundant images.

ferent cases. For the first case, we choose two images for compar-
ison: one is highly cluttered and the other is a less cluttered. The
highly cluttered image shows extreme variability, its coefficient en-
tropy S is higher than the less cluttered image. For the second
case, a highly textured image and a less textured image are investi-
gated. The entropy S for highly textured image is large than the
less textured one. For the last case, we choose two images, one
is lowly redundant image and the other is highly redundant. The
entropy S for lowly redundant image is large than the highly re-
dundant one. The selected images and their S and M values are
demonstrated in Figure 6 and Table 5. The results show that cover
images with good hiding ability w.r.t. M are the images that need
more parameters to be modeled.

In feature space, images with excellent hiding ability are hard
to be discriminated from their stego versions. In order to observe
discriminability between cover images and their stegos in feature
space, we extract SRM features of 500 best images and 500 worst
images. Then Principle Component Analysis (PCA) is used to
project high dimensional SRM features into 2 dimensional vectors.

A o Cover image
A stego Image

Lo kv e g e o o

(a) Top 500 (b) Low 500
Figure 7: PCA projection to top 500 and lowest 500 cover-stego
images. HUGO with 0.4 bpp is used for schematic illustration.

The results are shown as Figure 7. Obviously, SRM features of best
cover images and their stegos are mixed with each other, while they
can be easily discriminated for the worst case.

5. CONCLUSIONS

This paper aims to improve steganography security by selecting
the cover images with good hiding ability. We propose a novel
measure based on Fisher Information Matrix to evaluate the hiding
ability of the cover images, which are approximated by Gaussian
Mixture Model. We demonstrate the effectiveness of the proposed
measure by testing on various steganography and steganalysis tech-
niques in both spatial domain and compressed domain. We con-
clude that:

(1) The cover images selected by the proposed measure improve
the performance of steganography techniques obviously.

(2) The proposed measure outperforms other existing cover image
selection techniques.

(3) The cover images selected by the proposed measure have the
common statistic character that the entropy of the GMM coeffi-
cients is high. This observation explains why the cover images
with complex texture, cluttered visual content, and low spatial re-
dundancy, are recognized as the images with good hiding ability by
the previous works. It also indicates that the proposed model could
be considered as the generalization of the existing hiding ability
measure.

The secret message considered in this work is simply the random



binary code. The structure of the secret message itself is not taken
into account in the procedure of cover image selection. In the future
work, we are going to investigate how to design the measure for
cover image selection with highly structured secret message.
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