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ABSTRACT 
 
This work presents a semantic level no-reference image 
sharpness/blurriness metric under the guidance of top-down 
& bottom-up saliency map, which is learned based on eye-
tracking data by SVM. Unlike existing metrics focused on 
measuring the blurriness in vision level, our metric more 
concerns about the image content and human’s intention. 
We integrate visual features, center priority, and semantic 
meaning from tag information to learn a top-down & 
bottom-up saliency model based on the eye-tracking data. 
Empirical validations on standard dataset demonstrate the 
effectiveness of the proposed model and metric.  

 
Index Terms—Image quality assessment, Top-down & 

bottom-up saliency map, No-reference 
 

1. INTRODUCTION 
 
Assessing the quality of images automatically in agree with 
human’s judgment, is desirable in various applications such 
as image compression and enhancement. Objective image 
assessment can be divided into three categories: full-
reference, no-reference (blind quality assessment), and 
reduced-reference. Full-reference quality assessment 
assumes that a complete reference image is known. In many 
practical applications, however, the reference image cannot 
be available, and a no-reference approach is desirable. Most 
existing no-reference quality assessment techniques focus 
on measuring the sharpness of the images [1-6]. Rony Ferzli 
and Lina J. Karam divided the images into 64*64 blocks, 
which are corresponded to the foeval region of Human 
Visual System (HVS). They judge the blurriness of the 
image using classical Just Noticeable Blur (JNB) model 
based on the spread of the edges in these local areas, which 
is calculated according to contrast measures [4]. In [5], 
more low-level visual features, such as intensity, color and 
orientation information are considered in the saliency 
weighted JNB to accentuate the blur distortions. In [1], a 
locally-adaptive iterative edge refinement algorithm is 
proposed based on the classical JNB model to more reliably 
detect edges in highly blurred images. 

However, all these metrics only assess the quality of the 
image in the visual level although it is widely known that 
cognitive understanding influences the perceived quality of 
the images.  For example, in Fig.1, (a) is the image without 
distortion; (b) and (c) include blurriness in different areas. If 
the user is more concerned about the girl, (c) is considered 
as the image with better quality. But if the user is more 
concerned about the apple, (b) will be the better one. 
Obviously, prior information regarding the image content, 
or human’s attention, may also affect the evaluation of the 
image quality [7]. But most of image quality metrics do not 
consider these effects, as they are difficult to quantify and 
not well understood. 
 

             
Fig. 1. Example of images quality influenced by the tag. (a) The 
image without distortion. (b) Blurriness mainly on the girl. (c) 
Blurriness mainly on the apple. 

To address this problem, we propose a semantic image 
sharpness metric with the aid of rich tag information from 
Internet. Now, many web applications, such as Flickr, allow 
users to upload photos with their own annotated tags, which 
generally indicate the objects users concerned or the targets 
they took photos. To integrate tag information, this paper 
utilizes a new saliency map model based on both bottom-up 
& top-down schemes. Currently, most saliency map, which 
calculates the likelihood of a location to attract attention, is 
built based on bottom-up computational model, i.e., from 
low-level visual features to high-level judgment of saliency. 
However, this bottom-up scheme only measures the 
conspicuity of the image in visual level. In this paper, we 
also consider the image saliency in semantic level, which at 
least can be partially indicated by the tags of the image 
annotated by humans. Hence, top-down scheme is proposed 
to map human’s intention to the saliency of each pixel. 
Support vector machine is used to learn the contributions to 
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human’s attention from visual aspect and semantic aspect 
based on eye-tracking information 

 
2. PROPOSED METRIC 

 
Fig. 2 shows a block diagram of the proposed sharpness 
metric process. Firstly, WordNet [8] is used to get the target 
information according to the tag. Then a top-down & 
bottom-up saliency model is learnt by eye-tracking data. 
Third, the saliency regions are calculated based on the target 
information, visual information, and the saliency map. 
Guided by the saliency information, we use computer edge 
block distortion to assess the image quality. 
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Fig. 2.  Flowchart illustrating of the proposed image sharpness 
assessment metric. 

2.1. Target information acquisition 

Firstly, we acquire target information of the image with the 
help of corresponding tags. To avoid the interference of 
irrelevant or trivial tags, we should use a lexicon to remove 
all tags that do not belong to the ‘physical entity’ group. 
Due to the function of finding hypernym of words, 
WordNet is chosen as the lexicon. So the tag information 
automatically be transformed to the target information and 
then used to calculate the saliency regions.  

2.2. Top-down & bottom-up saliency map model 

After determining the target of the image in 2.1, we utilize a 
top-down & bottom-up saliency model to detect the saliency 
regions which affect the quality. Saliency map first 
appeared in [9]. Typically, multiple low-level visual 
features such as intensity, color, orientation, texture and 
motion are extracted at multiple scales. After a feature map 
is computed for each of the features, they are normalized 
and combined into a master saliency map that represents the 
saliency of each pixel. However, this kind of bottom-up 
saliency map is limited to represent semantic information. 
Based on the eye tracking data collecting from 15 viewers 
on 1003 images in [10], bottom-up saliency model does not 
match actual eye movements. In Fig. 3, (b) shows the eye 
movements of humans to watch the image in (a). And (c) 
shows the eye fixation points covered by the saliency 

regions based on bottom-up saliency model while (d) shows 
the result from our top-down and bottom-up model. 
Obviously, our model covers most eye fixation points. 
 

             

             
Fig. 3.  Examples of bottom-up vs. our top-down & bottom-up 
saliency model judge results. (a) Original image. (b) Eye-tracking 
locations. (c) Eye fixation points covered by bottom-up saliency 
model [5]. (d) Eye fixation points covered by our saliency model. 
 

The flowchart of top-down and bottom-up saliency map 
modeling is shown in Fig. 4. Eye-tracking data includes 
three kinds of information: tag, visual information, and eye 
fixation points. Target information is acquired from image 
tag by the method mentioned in section 2.1. Then we search 
the targets in the image according to the visual information. 
According to the research in [10], we know that the center 
priority is an important feature to represent semantics of the 
image because human photographers tending to place 
objects of interest in the center of photographs. We also 
extract low-level visual features using Itti bottom-up 
saliency model [11]. 
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Fig. 4.  Flowchart illustrating of the proposed top-down & bottom-
up model algorithm. 

 
To determine the contributions to the human’s attention 

from target, center priority, and low-level visual features, 
SVM is used based on the eye fixation points. To choose the 
positively and negatively labeled pixels for saliency model 
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learning, we build a ground truth map according with the 
contrast sensitivity research [12]. The function of contrast 
sensitivity as a function of pixel position (x,y) is given by 
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Where  is spatial frequency decay constant; 2e is half 
resolution eccentricity constant (degrees); L is the image 
width (measured in pixels), v  is the viewing distance from 
viewer to computer screen (measured in image width). ),( yxd  
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Fig. 5 (a) demonstrates one example of contrast 

sensitivity model, where brightness indicates the normalized 
strength of contrast sensitivity. Fig. 5 (b) shows the ground 
truth map, which measures the salient degree of every pixel 
of image shown in Fig. 3 (a) according to the eye fixation 
points shown in Fig. 3 (b).  

   
Fig. 5.  (a) Contrast sensitivity (brightness indicates the strength of 
contrast sensitivity) for L=1024 and viewing distance 1v . (b) 
Ground truth map is found by convolving a cutoff frequency 
function over the fixation locations of Fig. 3 (b) where M =15, N = 
6, 3.22e , 2v  based on [10][12]. 
 

After generating the ground truth map, we choose the 
saliency locations as positively labeled pixels and the non-
saliency locations as negatively labeled ones to learn the 
top-down & bottom-up saliency model by SVM. Then the 
model is utilized to find saliency regions in blurred images.  
 
2.3. Saliency guidance combined with JNB 
 
In this part, we combine the saliency guidance to measure 
the blurriness of image. Firstly, the input image is divided 
into 64x64 blocks. Then the JNB metric [2] is used to 
calculate the blurriness in every local edge block. The 

perceived blur distortion within an edge bR is given by 
1
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where , which sets as 3.6 in [2], is chosen to increase the 
correspondence of (5) with the experimentally determined 
psychometric function. )( ieW is the measured width of the 
edge and )( iJNB eW  is the JNB width which depends on the 
local contrast  C which is defined as the magnitude of the 
difference between the maximum and minimum intensities. 

JNBW is modeled as follows: 
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Then the saliency guidance combined with blurriness in 
each block is utilized to assess the image quality. Blur 
distortion in saliency regions 

sD  and non-saliency 
regions

nsD are defined as (7), where 
bsR is the salient part 

in
bR , and )(Num is to calculate the number of pixels in 

corresponding region.  
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The proposed objective sharpness metric is given by  
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where
nss LL ,  are the numbers of saliency blocks and non-

saliency blocks in the image.
s

is the weight of saliency 
part to the sharpness metric.  
 

3. SIMULATION RESULTS 
 
In this section, we conduct two experiments. The first 
experiment is used to demonstrate the effectiveness of the 
proposed top-down & bottom-up saliency map modeling 
technique. We choose 200 training images and 64 testing 
images which contain person from standard eye-tracking 
dataset [10]. In every training image, we randomly choose 
30 saliency pixels as positively labeled data from the 10% 
most salient locations and 30 non-saliency pixels as 
negatively labeled data from the 10% least salient locations. 
The experiment results show that 84.156% saliency points 
detected by our model are inside and 76.344% non-saliency 
points are outside the saliency regions judged by human. 
This performance is better than the results from existing 
saliency map modeling methods [10]. Fig. 6 compares the 
different models to determine the salient region. Our model 
covers most informative area of the image.  

The second experiment demonstrates that the proposed 
image assessment algorithm based on top-down & bottom-
up saliency map outperforms the representative blurriness 
metrics of classical JNB, saliency weighted JNB, and JNB 
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with edge refinement. For blur image quality evaluating, we 
use the real online dataset Flickr. Due to the page limitation, 
we only demo the images with the tag “person”, because 
more than 4 million images in Flickr use this tag. We 
randomly select 160 images with the tag or the hypernym of 
tag of ‘person’. We averagely partition the images into eight 
groups blurred with eight different 7x7 Gaussian masks of 

values 0.8, 1.6, 2.0, 2.4, 3.2, 4.0, 4.8 and 5.6. For each 
displayed image, fourteen subjects are asked to rate the 
quality of the images in terms of perceived blurriness using 
a scale from 1 to 5 corresponding to “Very annoying”, 
“Annoying”’, “Slightly Annoying”, “Perceptible but not 
annoying”, and “Imperceptible”, respectively.  We provide 
the correlation analysis between the objective measures and 
the mean opinion scores (MOS). In our model, we set the 
parameters 3/1thresh

and 2.0,8.0 nss . Table 1 shows 
the comparison of different sharpness metrics in terms of 
the Pearson (indicates the prediction accuracy), Spearman 
(indicates the prediction monotonicity), MAE (mean 
absolute prediction error) and RMS (root mean squared 
error) coefficients after nonlinear regression. Obviously, our 
technique has better results under most cases. Gerneally 
speaking, intergrating the saliency model will improve the 
proformance. However, if the saliency model doesn’t 
consist with the real fixation points, it may hurt the 
proformance. It is why the performance of Saliency 
Weighted JNB [5] and JNB with Edge Refinement [1] is 
even lower than classical JNB [2] in Table 1.  
 

4. CONCLUSION 
 
In this paper, a semantic level no-reference image quality 
assessment metric is proposed. It utilizes the top-down & 
bottom-up saliency map to detect the possible saliency 
regions in blurred images, which is learned based on eye-
tracking data by SVM. This metric exhibits increased 
correlation with perceived quality. In future, we will apply 
the proposed techniques to different kinds of images and 
extend current algorithm to the images with multiple tags.   
 

   

   
Fig. 6. A sample image with tag “person”. (a) Original image. (b) 
Person detection [13]. (c) Center prior detection. (d) Bottom-up 
saliency map detected by [11]. (e) Bottom-up saliency regions 

which value is over the mean value. (f) Top-down & bottom-up 
saliency map. 
 
Table 1. Evaluation of the proposed metric performance. 

Nonlinear 
Pearson 

Spearman MAE RMS 

Proposed Metric 0.914 0.86 0.173 0.25 
Classical JNB [2] 0.885 0.815 0.219 0.292 

Saliency Weighted 
JNB [5] 

0.863 0.801 0.317 0.232 

JNB with Edge  
Refinement [1] 

0.618 0.466 0.387 0.494 
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