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Abstract Static video summarization is recognized as an effective way for users to quickly
browse and comprehend large numbers of videos. In this paper, we formulate static video
summarization as a clustering problem. Inspired by the idea from high density peaks search
clustering algorithm, we propose an effective clustering algorithm by integrating important
properties of video to gather similar frames into clusters. Finally, all clusters’ center will be
collected as static video summarization. Compared with existing clustering-based video
summarization approaches, our work can detect frames which are highly relevant and generate
representative clusters automatically. We evaluate our proposed work by comparing it with
several state-of-the-art clustering-based video summarization methods and some classical
clustering algorithms. The experimental results evidence that our proposed method has better
performance and efficiency.

Keywords Static video summarization . Clusteringmethod . Video representation

1 Introduction

Video summarization, also called as video abstract, is a brief version of the video content.
It is usually created by extracting essential and representative information of a video into
storyboard or video clip. As a result of the rapid development of the Internet, uploading
videos becomes so convenient that a huge quantity of new videos is available online every
second. According to the YouTube statistics in 2015 [26], over 300 h of video are
published on it every minute. In other word, more than 400 thousand hours of new video

Multimed Tools Appl
DOI 10.1007/s11042-016-3569-x

* Sheng-hua Zhong
csshzhong@szu.edu.cn

1 College of Computer Science & Software Engineering, Shenzhen University, Shenzhen, Guang
Dong, People’s Republic of China

2 School of Natural Sciences and Humanities, Harbin Institute of Technology Shenzhen Graduate
School, Shenzhen, Guang Dong, People’s Republic of China

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-016-3569-x&domain=pdf


are generated in a day. Facing such huge scale of videos, a good video summarization is
useful for web users to browse video quickly and decide whether to watch the whole video
or not.

Video summarization has been deeply explored since the 1990s. Generally, the approaches
for video summarization can be classified into two categories, static and dynamic video
summarization [25]. Static video summarization (usually shown as storyboard) consists of
keyframes which mostly represent video content. It takes visual information into account but
ignores audio message. Dynamic video summarization is a video clip which combines image,
audio and text information together. Compared with dynamic video summarization, static
video summarization is easier to be browsed and is helpful to reduce computational complexity
for video retrieval and analysis [3, 5]. In this paper, we propose a novel static video
summarization method.

Actually, static video summarization is trying to reduce the redundancy of video and select
some representative frames to summarize the video content. Thus, formulating static video
summarization task as a clustering problem sounds reliable. As a result, many approaches,
which are based on clustering algorithm, have been proposed. For example, Zhuang et al. used
k-means clustering algorithm to separate all the frames of each shot into clusters and then
collected each shot clusters center to be static video summarization result [29]. Mundur et al.
used a clustering algorithm based on Delaunay Triangulation to divide all keyframes into
clusters after selecting these keyframes from input videos [20]. However, existing clustering-
based approaches usually used predefined clustering algorithms. These kinds of methods
require preset cluster number before clustering. In a more appropriate way, the selected
clustering method should be adaptive and has the ability to decide the number of clusters
depending on different videos.

In this paper, we formulate static video summarization task as a clustering problem and
develop a novel clustering algorithm. Based on the insights from High density peaks search
(HDPS) clustering algorithm [23], we propose a video representation based high density peaks
search (VRHDPS) clustering algorithm by integrating some important properties of video.
Furthermore, VRHDPS is of low computational complexity and doesn’t need any iteration to
find the cluster center.

The rest of the paper is organized as follows. Section 2 presents related work of static
video summarization. Our proposed method is explained in detail in Section 3. In
Section 4, we compare the performance of our proposed clustering method with several
classical methods. Meanwhile, the comparisons with other clustering-based static video
summarization approaches are presented. Finally, Section 5 outlines the conclusion with
future work.

2 Related work

Recently, the availability of videos has been growing at a rapid rate. Video has drawn more and
more attention. Meanwhile, with the advances of imaging techniques, it has been never easier
to access a large amount of video content. As a result, a large number of video applications
have shown up, such as: fake views detection in video services [7], video sharing and
searching [13], video streaming [8], video caching [27], video quality assessment [6], and
video transfer [28], and video object tracking [22]. Video summarization is one of useful video
applications to provide users a better video service.
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Static video summarization aims to reduce the redundancy of video and selects a
collection of representative frames. It has been extensively studied because of its impor-
tant role in many video-related applications such as video retrieval and analysis. Actually,
it is quite similar with clustering algorithms, which gather similar elements together and
regard the cluster center as a representative of all elements within the cluster. In fact, a
number of clustering-based static video summarization methods have been proposed in the
literature.

Zhuang et al. firstly published their clustering-based method in 1998 [29]. They split
the video into shots and then k-means clustering algorithm was used to group frames
within each shot into clusters based on color histogram feature. Finally, cluster centers of
each shot were regarded to be static video summarization result. Besides, the number of
clusters needed to be preset before clustering. In the same year, Hanjalic et al. described a
similar method by splitting video sequence into numbers of clusters, and finding the
optimal clustering by cluster-validity analysis [12]. They used an objective model to
select a keyframe from each cluster and then generated video summarization result. In
2001, Gong et al. proposed a video summarization method which was able to produce a
motion video summary that minimized the visual content redundancy for the input video.
The original video sequence was divided into a shot cluster set where any pairs of cluster
must have visual variation and all shots belonging to the same cluster must be visually
similar to create video summary [10]. In 2006, Mundur et al. proposed a video summa-
rization technique by using Delaunay clusters that generated good quality summaries with
fewer frames and less redundancy when compared to other schemes [20]. In 2007, Chang
et al. presented the video summarization method with three steps [4]. Firstly, shot
boundary detection was executed based on color and edge information. Then the cluster-
ing process classified shots according to their similarity of motion type and scene. Finally,
the important shots of each cluster were selected in the skimming process by adopting
shot-important filter, which determined the importance of each shot by computing the
motion energy and color variation. In 2011, Avila et al. improved the performance by
eliminating some meaningless frames firstly to get candidate frames [7]. Then all the
candidate frames were divided into clusters by using k-means. Finally, they filtered some
similar frames and the rest were considered as the final video summarization result.
Meanwhile, the number of clusters was decided by variation in visual content among
adjacent frames.

In general, those shot-based methods may remain redundant because similar shots may
appear several times in video. Also, setting the number of clusters in advance may influence
optimal video summarization result generation. In a more reasonable way, the number of
clusters should be decided during the clustering procedure depending on different video
contents.

3 Clustering-based static video summarization

In this section, we introduce our work in detail. The overview of our proposed method is
shown in Fig. 1. Here, the input is a number of video frames, and the output is a storyboard
composed of representative frames. The proposed method includes four steps: pre-sampling,
video frame representation, clustering, and video summarization result generation. Each step is
explained as follows.
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3.1 Pre-sampling

Video is a media with considerable redundancy and usually dozens of frames represent the
same visual information. Thus, many video-related techniques have applied pre-sampling
before processing to reduce the number of frames, which can greatly reduce computational
complexity and save time. In our approach, video pre-sampling is also performed to get
candidate frames S= [S1, S2,…, SM], where M is the total number of candidate frames. In this
stage, keyframe extraction is performed for all input frames firstly and then useless frames are
removed for further sampling.

3.1.1 Keyframe extraction

A keyframe extraction method based on singular value decomposition (SVD) [1] is
utilized in our proposed approach. Ht presents Hue-Saturation-Value (HSV) color space
of the current frame at time t. Three histograms, hH, hS and hV, of lengths: lH, lS and lV,
respectively, are built for the three color channels of Ht. We define a time-varying feature
vector xt as:

xt¼ hHhShV½ � ð1Þ

Then, the length of vector xt L= lH+ lS+ lV. We establish a N×L matrix for each frame at
time t>N as described below:

Xt¼
xt

xt−1

⋮
xt−Nþ1

0
BB@

1
CCA ð2Þ

Fig. 1 Overview of our proposed method. It includes four steps: pre-sampling, video frame representation,
clustering, and video summarization result generation
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where t =N,N+1,…,T-1,T, N is the window size and T is the number of input frames. Xt

describes the feature matrix during current frame at time t and previous N-1 frames. After that,
SVD computation is executed for the matrix Xt as shown in Eq. (3):

Xt¼UΣVT ð3Þ
where U is a matrix of a set of output orthogonal singular vectors, VT is a matrix of a set of
input orthogonal singular vectors and Σ is a matrix of the singular values which diagonal
elements are placed in descending order of significance. For example, if q1,q2,…,qN are
diagonal elements of Σ, then q1is the biggest singular value. rt is defined as the rank of Xt

and it can be calculated by the number of singular values which exceed a user-defined
threshold τ. If the rank of Xt is bigger than the rank of its previous matrix Xt-1, it means that
the visual content of the current frame is visually different from its previous. As a result, the
current frame will be selected as a keyframe.

3.1.2 Useless frames removing

Video usually has some useless frames. Figure 2 shows a sample of useless frames, where (a)
is a black frame, (b) and (c) are shot boundaries. Actually, (b) is abrupt transition and (c) is
gradual transition. As the video summarization aiming to capture the essence of video content,
we define black frames and shot boundaries as useless frames in this paper. It can be observed
that the content of these useless frames are not supposed to be video summarization result.
Therefore, we will remove them in the pre-sampling stage.

3.2 Video frame representation

After pre-sampling, a number of candidate frames S= [S1, S2,…, SM] are selected. Then bag of
word (BoW) model [24] is applied to represent each candidate frame. Basically, BoW
modeling has three steps: feature extraction, codebook generation, and histograms represen-
tation. As local feature has been proved to be more representative recently, we apply one of
classical local features, Scale Invariant Feature Transform (SIFT) [15] as the descriptor. We
provide an overview of generating video frame representation in Algorithm 1. The algorithm is
fed with a number of candidate frames and outputs the representation for each candidate frame.

Algorithm 1 describes the procedure of video frame representation. Firstly, we extract SIFT
features on every candidate frame and then we have a large number of SIFT descriptors.
Secondly, numbers of representative features are selected among them as the codebook by
using k-means algorithm. After that, we can generate a histogram for each candidate frame

(a) Black frame (b) Abrupt transition (c) Gradual transition

Fig. 2 Some useless frames examples. (a) is black frame, (b) is abrupt transition, and (c) is gradual transition
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according to their feature distribution of the codebook. Finally, every video frame is denoted as
a histogram.

3.3 Clustering

With all candidate frames being represented by BoW model, the next step of our proposed
method is separating all candidate frames into clusters. In this paper, we propose VRHDPS
based on HDPS [23], in which the number of clusters doesn’t need to be specified, as the
clustering method. HDPS was relied on the idea that cluster centers were characterized by a
higher density than their neighbors and by a relatively large distance from points with higher
densities. However, some characteristics of video summarization have not been considered in
HDPS. Therefore, we propose VRHDPS clustering algorithm, which is more capable to
dealing with video summarization task, for video summarization task.

In the clustering procedure, VRHDPS needs to calculate two quantities for each point: its
local density and its distance from points with higher density. The local density is defined as

ρi ¼
X

j

χ di j−dc
� � ð4Þ

Where

χ xð Þ ¼ 1; x < 0
0; x≥0

�
ð5Þ

ρi denotes the density of the i
th point, dij is the distance between point i and point j, and dc is a

cutoff distance.
Basically, ρi is the number of points which are close than dc to point i. δi is measured by

computing the minimum distance between point i and any other points with higher density:

δi ¼ min
j:ρ j>ρi

di j
� � ð6Þ

For the point with highest density, we generally identify

δi ¼ max
j:ρ j>ρi

di j
� � ð7Þ

Finally, cluster centers should be those points with high density and anomalously large δi.
After all cluster centers have been recognized, the rest of the points are assigned to the same
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cluster of their nearest neighbor with high density. As the assignments for all points are
completed, clustering procedure is finished. The proposed clustering method VRHDPS only
needs to calculate two quantities based on distance, therefore it has low computational
complex. Furthermore, this clustering algorithm is stable. Once the input distances of data
points are confirmed, the clustering results will not change anymore. In the experimental part,
the results evidence these advantages clearly.

When we use the VRHDPS clustering algorithm to cluster candidate frames, it can be
detailedly separated into three steps. These three steps are described as follows:

Step 1 Calculate Euclidean distances between each two candidate frames.
Step 2 Compute local density according to Eq. (4) for each candidate frame.
Step 3 Obtain minimum distance according to Eq. (6) for each candidate frame.

3.4 Video summarization result generation

In the above steps, we use BoW model to represent the video frame and utilize the clustering
algorithm to select essential frames and remove redundancy. In VRHDPS, we have suggested
a new strategy to generate video summarization result which makes the clustering algorithm
more capable of capturing the essence of the video content.

Actually, some features of video summarization are important. For example, in video
summarization, we should pay attention to the isolated points because they represent
unique frames. In the HDPS clustering approach [23], Alex et al. advised that cluster
center can be chosen depending on γ=ρ* δ. Ploting γ sorted in decreasing order, cluster
centers are those points higher than the point when the graph starts growing anomalously.
However, γ=ρ* δ considers that two parameters are equally important. In an extreme
situation, points with a high density and a small minimum distance will have the same γ
as points with a low density and a big minimum. Actually, in video summarization,
points with a lower density and a relatively large distance are more important, which are
more supposed to be video summarization result. We have suggested a new strategy
γ=α* (ρ * δ) + (1−α) * δ for generating the cluster centers which let the frames with
fewer similar but a relatively large distance tend to be regarded as video summarization
result. Also, α ranges from 0 to 0.5. Actually, we have compared the performances of
VRHDPS with HDPS methods when dealing with video summarization task (shown in
Section 4.2) and the result shows our proposed VRHDPS is more capable of dealing with
video summarization task than HDPS generally.

4 Experimental results and discussion

Several comparative experimental results are presented to validate the effectiveness of our
proposed method in this section. Experimental setting is introduced firstly, and then the
performance comparison with other clustering algorithms is provided. After that, the compar-
ison results with several video summarization methods are illustrated in section 4.3. Moreover,
we demonstrate the proposed clustering method VRHDPS by comparing it with original
HDPS. In the end, we have a discussion about the advantages and disadvantages of the
proposed method.

Multimed Tools Appl



4.1 Experimental setting

4.1.1 Database

We perform our experiments on two benchmark databases. The first one is VSUMM
(VSUMM: A simple and efficient approach for automatic video summarization)
database [2]. It is composed of 50 videos selected from open video project (OVP)
[21], which are distributed among several genres (e.g., documentary, educational,
ephemeral, historical, lecture). All videos are in MPEG-1 format (30 fps,
352 × 240 pixels). The duration of these videos varies from 1 to 4 min and approx-
imately 75 min of video in total. VSUMM is a benchmark database which has been
utilized by many video summarization methods such as [2, 19, 20]. The second
database is collected from video web sites such as YouTube. In this paper, we call
it VYT database. It is provided by [2], which contains 50 videos covering several
genres (cartoons, news, sports, commercials, TV-shows and home videos). Their
durations vary from 1 to 10 min. This database has been used in [2, 11, 19]. In
these two databases, static ground truth summaries of each video were labeled by the
publishers. Figure 3 shows a sample video clip of VSUMM database.

4.1.2 Evaluation

In this paper, we apply precision, recall and F-score as the evaluation metrics.

Precision ¼ nmatch
nAS

ð8Þ

where nmatch is the number of correct matches between the ground truth and automatic video
summarization result generated by different methods. nAS is the total number of automatic
video summarization result.

Recall ¼ nmatch
nGT

ð9Þ

where nGT is the total number of the ground truth. Also, we employ F-score to aggregate the
precision and recall. This evaluation metrics are also used in [16, 19] to demonstrate their
work.

F − score ¼ 2� Precision� Recall

Precision
ð10Þ

Fig. 3 A sample video clip of VSUMM database
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4.1.3 Parameter setting

In our experiments, we set the size of codebook to be 1024, which is the classical setting in
[16]. In addition, we use 0.5 as the threshold which is recommended by Lowe in [15] to judge
if two SIFT descriptors are similar.

4.2 Comparison with several clustering algorithms

In order to evaluate the effectiveness and efficiency of our proposed clustering method, we
compare it with several clustering algorithms such as k-means [18], spectral clustering (SC)
[17], affinity propagation (AP) [9]. In the comparison, we replace the proposed clustering
algorithm with these three clustering methods to generate video summarization results. We
repeat the experiment five times and take the mean of them as reported results. Performances
of video summarization methods based on k-means (KVS), SC (SCVS), AP (APVS) and our
proposed clustering approach video representation clustering based video summarization
(VRCVS) on the VSUMM database are shown in Table 1 and efficiency results are illustrated
in Table 2. The extracted examples are displayed in the Fig. 5. The frames marked with green
borders are the correct matches between the summary and the ground truth. Furthermore, we
also compare our proposed method with k-means on VYT database. Figure 4 illustrates the
comparison result of KVS and our proposed method VRCVS.

From Table 1, it is obviously that our proposed clustering method is more effective
in capturing the representative frames than others. Our work VRCVS has a higher
recall than KVS and SCVS, which means that the proposed method is capable of
generating more representative frames as video summarization result. In Fig. 5, it
illustrates that our proposed method can capture more correct matches than KVS with
low redundancy. Although SCVS has the same correct matches as ours in this sample,
its unmatched frame (the second frame) is similar with the first frame in its video
summarization result. In contrast, our unmatched frame is visually different from the
other three and more likely to match the third frame of the ground truth. Thus, our
work VRCVS tends to have higher recall than SCVS. Also, our proposed method
with a precision of 0.68 clearly outperforms than KVS with 0.58, SCVS with 0.43
and APVS with a precision of 0.41, which declares that our work can capture
representative frames more accurately. APVS has the highest recall, however it has
low precision because of selecting many frames as video summarization result.
Having more frames in summary is likely to have more correct matches to reach
higher recall but it sometimes will sacrifice the precision, too. As shown in Fig. 5,

Table 1 Performance comparison of several clustering algorithms

Recall Precision F-score STD

KVS 0.56 0.58 0.54 0.72

SCVS 0.42 0.43 0.41 0.6

APVS 0.84 0.41 0.51 0

VRCVS 0.63 0.68 0.63 0

Bold entries show the best results of each evaluation method
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APVS captures the most representative frames but it has much more frames than
others, which decreases its precision. In general, our proposed clustering method
outperforms the compared methods with a highest F-score of 0.63, and it demonstrates
that our work is more capable to deal with video summarization problem. Further-
more, our proposed method and APVS are more stable with a standard deviation of
zero while KVS with 0.72 and SCVS with 0.60. In other word, the summaries of a
video generated by VRCVS or APVS vary every time. However, the summaries of a
video captured by KVS or SCVS are steadily. Furthermore, our proposed method is
more efficient than other with average runtime of 0.014 s while KVS with 0.169 s,
SCVS with 0.509 s and APVS with 0.375 s. The results show that our work is more
efficient than other in the clustering procedure. For the VYT database, it also can be
observed from Fig. 4 that our proposed method VRCVS is able to achieve superior
performance in capturing the essence of the video content.

4.3 Comparison with a number of clustering-based static video summarization
methods

To further demonstrate the efficiency of our proposed (VRCVS) method, we compare our
work with a number of video summarization approaches. We firstly compare our proposed
method with several clustering-based static video summarization methods on VSUMM
database. The comparative systems are open video project (OVP) storyboard [21], Delaunay
Triangulation (DT) [20] and VSUMM [2]. Four summarization results are shown in Figs. 7
and 6 illustrates the performances of the comparison results. Besides, we also compare our
work with several state-of-the-art methods on VYT database: VSUMM proposed in [2] and

Table 2 Efficiency comparison of
several clustering algorithms

Bold entries show the best results
of each evaluation method

Running time(s) STD

KVS 0.169 0.014

SCVS 0.509 0.086

APVS 0.375 0.028

VRCVS 0.014 0.003

Fig. 4 Evaluation in terms of
Precision, Recall and F-score of
several clustering algorithms on
VYT database
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Keypoint base keyframe selection (KFVS) proposed in [11]. Table 3 shows the comparison
results and the extracted examples are displayed in Fig. 8.

As shown is Fig. 6, although the proposed method doesn’t have the highest value
in recall, our precision is much higher than others. It means that our method VRCVS
is more likely to generate video summarization result with much higher accuracy. In
Fig. 7, all extracted frames in our video summarization result are visually different.
Actually, we have six correct matches, one unmatched frame and one likely matched
frame with a precision of 0.75. Besides, on the VSUMM database our work can
capture essential frames more accurately with a precision of 0.73, while OVP is 0.6,

Ground Truth

KVS

SCVS

APVS

VRCVS

Fig. 5 Comparison results of several clustering methods, where the first row is the ground truth, the second is the
summary obtained by KVS, the third is the summary captured by SCVS, the fourth and fifth row are the
summary obtained by APVS and the sixth row is generated by our proposed method VRCVS. The frames
marked with green borders are the correct matches between the summary and the ground truth

Fig. 6 Evaluation in terms of Precision, Recall and F-score of several clustering-based video summarization
methods
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DT is 0.5 and VSUMM is 0.6. OVP can get rid of redundancy but it tends to have
much more uncorrected matches than VRCVS. As the result shown in Fig. 7, almost
half of them are unmatched frames. DT has selected fewer frames than others to
reduce redundancy but it also has fewer correct matches. As the summary shown in
Fig. 6, DT has fewer frames than others but it is likely to have fewer correct matches
than others, too. In contrast, VSUMM likes to capture more frames as the video
summarization result, which tends to match more frames but it sometimes will
sacrifice the precision. As shown in Fig. 6, it has the most correct frames, but
selecting many frames also leads to many unmatched frames. Generally, our proposed
VRCVS clearly outperforms other compared methods with the highest F-score. It
demonstrates that our work VRCVS is able to achieve better performance of capturing
the essential content of video accurately.

For the VYT database, as shown in Table 3, our proposed method VRCVS clearly
outperforms several state-of-the-art methods. The extracted examples can be seen from
Fig. 8. The first two rows are ground truth frames chosen by the publishers, the third
and fourth rows are summary generated by VSUMM, the fifth and sixth rows are the
summary obtained by KFVS and the seventh and eighth rows are summary obtained
by our proposed method VRCVS. The frames marked with green border are the
correct matches between the summary and the ground truth. The frames marked with
yellow border are the frames with discriminative content despite not being chosen by
the publisher. The comparison demonstrates that our proposed method can capture
more representative frames with great accuracy.

Table 3 Performance comparison of several clustering-based video summarization methods on VYT database

Recall Precision F-score

VSUMM 0.44 0.54 0.48

KFVS 0.37 0.60 0.37

VRCVS 0.61 0.77 0.68

Bold entries show the best results of each evaluation method

Ground Truth

OVP

DT

VSUMM

VRCVS

Fig. 7 Sample video summarization results of all the methods for the 23th video of VSUMM database, where
the first row is ground truth, the second row is the summary obtained by OVP [21], the third row is summary
generated by DT [20], the fourth and fifth row are summary captured by VSUMM [2] and the sixth row is
summary obtained by our proposed method VRCVS. The frames marked with green borders are the correct
matches between the summary and the frames marked with yellow borders are unmatched frames

Multimed Tools Appl



4.4 Comparison with our proposed VRHDPS and HDPS clustering method

In this section, we compare the performances of our proposed clustering method VRHDPS
with HDPS [23] when dealing with video summarization task. The comparison is executed on
VSUMM database and the results are shown in Table 4.

In Table 4, HDPS has a higher precision than our proposed method, but our work VRHDPS
outperforms it in recall and F-score. The result means that our proposed method can generate
more representative frames than HDPS does and has a great overall performance. In fact, the
recall of HDPS is 0.40 which declares that not a half of ground truth is captured by HDPS.
After analyzing the video summarization result of HDPS, we discover that it selects little

Ground Truth

KFVS

VSUMM

VRCVS

Fig. 8 Sample video summarization results of all the methods for the 20th video of VYT database, where the
first and second row are ground truth, the third and fourth row are the summary obtained by VSUMM [2], the
fifth and sixth row are summary captured by KFVS [11] and the seventh and eighth row are summary obtained
by our proposed method VRCVS. The frames marked with green borders are the correct matches between the
summary and the frames marked with yellow borders are unmatched frames

Table 4 Comparative performance of HDPS and our proposed clustering method VRHDPS

Recall Precision F-score

HDPS 0.40 0.79 0.48

VRHDPS 0.63 0.68 0.63

Bold entries show the best results of each evaluation method
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frames as result to reach a high precision. Generally, our proposed clustering method
VRHDPS can do better in summarizing the video than HDPS.

4.5 Discussion

In the above sections, the comparisons with several classical clustering algorithms, a
number of clustering-based video summarization models and the HDPS clustering
algorithm are presented. The experimental results illustrate that the overall perfor-
mance of our proposed method is better than other compared approaches and evi-
dences that our proposed method is capable of accomplishing the task of video
summarization. In addition, the results show that the proposed method is more robust
and stable than several clustering-based static video summarization approaches. More-
over, because VRHDPS does not require any iteration in clustering process, our work
realizes more efficiency than some classical or state-of-the-art clustering algorithms.
However, when analyzing in detail, we also find a weakness of the proposed work.
The frames with few SIFT descriptors have similar BoW representation. In other way,
they will be considered as same in the clustering process although they are visually
different. For example, in Fig. 9, two frames with little SIFT descriptors are likely to
be included into one cluster due to the similarity of their representation, which is
possible to have a bad effect on performance. Dense-SIFT [14] will be involved in
our future work to solve this problem.

5 Conclusion and future work

Static video summarization is seen as an effective tool for user to deal with massive videos. In
this paper, we formulate static video summarization as a clustering problem and propose a
novel clustering-based method for this task. Based on the insights from HDPS approach, we
propose VRHDPS method by integrating some important properties of video summarization
into our model. Firstly, we utilize pre-sampling to reduce redundancy of the given video and
get candidate frames. Then we use BoW model to present the visual content of candidate
frames. Finally, the proposed VRHDPS clustering approach is used to gather candidate frames
into clusters and a considerate strategy is also adopted to generate static video summarization
result. In empirical evaluation, we compare the proposed method with several classical
clustering algorithms and the experiment results illustrate that our work is more effective,
efficient and robust. Meanwhile, the comparative results with several state-of-the-art clustering
methods also indicate better performance of the proposed method. In future, we will explore to
apply our proposed method for the task of dynamic video summarization. In addition, we will

(a) The frame has three detected SIFT descriptors  (b) The frame has zero detected SIFT descriptor

Fig. 9 Two frames with little detected SIFT descriptors. (a) is the frame has three SIFT descriptors, and (b) is the
frame has zero SIFT descriptor
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investigate how to improve the representation of video frames. For example, global features or
dense-SIFT may be added to represent the frame.
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